Improved approximation bounds for the dominating set and the
vertex cover in power-law graphs

Abstract: In this work we present upper bounds ¢(8) and ¥(8) on the expected approximation factor of
algorithms for, respectively, the minimum dominating set and vertex cover problems in power-law graphs. In
our analysis we use a generalized random graph model with expected power-law degree distribution. Let G be a
graph with n vertices, V] the set of vertices of degree one in G, and N (V7) the neighborhood of V;. We show that
the combination of a pre-processing step on N (V1)U V; and the execution of an approximation algorithm in the
graph induced by V' \ {N (V1)U V1 } leads to values for ¢(8) and (8) that do not depend on n and outperforms
previous results in literature. More specifically, we show that in the minimum dominating set problem, ¢(f) is
asymptotically at most 9.14 for 2.1 < g < 2.729, and 3.68 for 2.729 < 8 < 4, tighter bounds than the ones of
Gast et al. (2015). For the vertex cover problem, we show that ¢ (8) is asymptotically strictly smaller than 2
for 2 < B < 4, outperforming the bound of Gast and Hauptmann (2014) and Vignatti and da Silva (2016).
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1 Introduction

Empirical studies from the late 1990’s and early 2000’s [12, 2, 26, 6, 27, 25, 20, 36, 11] pointed out that a number
of large real-world networks — also commonly called complex networks — from social, biological, and technological
applications follow a power law on their vertex degree distribution. We can informally describe a power law as
a function that decreases in the vertex degree i as ¢ grows large for a fixed exponent 8 > 0 and a proportionality
constant a, i.e. f(i) = ai~”?. Random graph models for such complex networks are referred as power-law graphs.
There is evidence that optimization problems might be easier for power-law graphs than for graphs in general
[11, 33, 19, 9, 10]. More precisely, if one assumes that the input graph is drawn from a distribution where the
expected degree distribution follows a power law, then several problems admit approximation algorithms with
expected factors that may not be achievable for general graphs [37, 15, 16, 17].

Random graph models with arbitrary degree distributions have been studied since at least the late 1970’s
[3, 39, 4, 30, 31, 7, 8, 5]. In this paper we use the generalized random graph (GRG) model, introduced by Britton
et al. [5], which is a generalization of the well-known Erdés—Rényi random graph model, where weights are
assigned to the vertices of the graph. These weights are used for obtaining an arbitrary expected distribution
for the vertex degrees. One advantage of this model is that the edges of the graph are created independently. In
order to have an expected power-law distribution, we use the sequence of weights given by the formula described
in the work of Aiello et al. [1]. The authors propose a random graph model known as ACL(«, 8), which is also
a model for power-law graphs, but it does not have the convenience of having independent edge probabilities.

We refer to the random graph model used in this paper as GRG(«, 8) (the precise definitions are given in
Section 2). We note that the well-known Chung-Lu model [7, 8] also uses a sequence of weights for the vertices,
so that the expected degree of each vertex corresponds to its weight. In the work of Vignatti and da Silva [37],
the authors show that the edge probabilities of the Chung—Lu model and the GRG(«, 3) are asymptotically the

same for the particular degree sequence that we are using in this work. As a consequence, every result present



in this paper also holds for the Chung—Lu model.

The main result we prove in this paper is a lower bound for the expected size of the neighborhood of vertices
of degree one. As a consequence, we obtain tighter bounds for the approximability of both the minimum
dominating set and the vertex cover problems, improving the previous results from Gast et al. [17] and Vignatti
and da Silva [37], respectively. The minimum dominating set (MDS) problem consists of finding the minimum
set of vertices D C V in a graph G = (V, E) such that each v € V is either in D or has at least one neighbor in
D. The minimum vertex cover (MVC) problem corresponds to finding the minimum set C' C V such that each
e € F has at least one endpoint in C' [14]. Both problems are N'P-Hard [14] and have applications in a variety
of contexts and scenarios [38, 40, 41, 32, 21, 22, 29]. In fact, Ferrante et al. [13] showed that these problems
remain A'P-Hard for the (deterministic) class of graphs respecting the degree distribution given by the formula
described in the ACL(«, 8) model [1].

The minimum dominating set problem is conjectured not to admit a polynomial time approximation al-
gorithm with a strictly sublogarithmic factor unless P = AP [34]. Similarly, the vertex cover problem is
conjectured not to admit a polynomial time approximation algorithm with a factor smaller than 2 [24]. How-
ever, when restricted to power-law graphs, both barriers can be overtaken [15, 17, 37]. An approximation factor
of O(logn) can be achieved for the MDS problem using an approximation algorithm for graphs in general.
Gast et al. [17] showed that the expected factor of approximation for this algorithm is constant when the
input graph is a random sample from the ACL(«, 8) model. In this paper we use the GRG(«, 8) to show that
for 2 < [ < 252 and 2.729 < [ < 2.85 the expected approximation factor is significantly smaller than
the one obtained in [17]. We note that, in many power-law graphs that model practical applications, f falls
between 2 and 3 [6, 23, 28, 35]. Additionally we show that our results also imply a significantly better expected
approximation factor for the MVC for graphs in the GRG(«, ) model, for 2 < 8 < 4, where this factor is near
1 as B gets closer to 4. It is important to highlight, though, that our bounds for the MDS cannot be directly
compared with the ones in [15, 17] since the random graph models are not exactly the same.

At the center of our analysis for both the MDS and MVC problems there is a proof of a lower bound for
the expected size of the neighborhood of the vertices with degree one. We use this lower bound to estimate the
optimal solution obtained by an approximation algorithm together with a simple preprocessing step. Following
the previous approaches of [15, 17, 37], the idea is that the neighborhood of degree one vertices is included in
the optimal solution — this corresponds to a large portion of the vertices — and an approximation algorithm

is used in the remaining part of the graph. The expected approximation factors for the MDS and MVC
¢(B)+Lig_1(1/e) (leﬁg?gl‘ill/)e) _1>

problems, respectively denoted by ¢(5) and ¢ (8), corresponds to ¢(8) < PERYYOE and
e 4(5)9(5)—%7,1)
Lis ((2) €00
w(B) <2 - (1 Liﬁu/g(ﬁ)mﬁl(l/e)) , where p(f8) ~ 1 — <@ , for 2 < B8 < 4. The symbols “~”
G I C

and “<” denote asymptotic approximations for, respectively, equality and upper bound (see Section 2). The
upper bounds of ¢(5) and () can be better understood from Figures 1. As far as we know, the expected
approximation factors obtained for both problems are the best for power-law graphs.

This paper is organized as follows: in Section 2 we define our random graph model; in Section 3 we present
the crux of our analysis, i.e. a lower bound for the neighborhood of the degree one vertices; in Section 4 we
show our strategy to deal with the approximability of the MDS problem; Section 5 describes our new results

for approximability of the MVC problem, and Section 6 presents the conclusion and directions for future work.
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Figure 1: In (c), the graph of our approximation factor for the minimum dominating set problem 2 < 8 < 4. In (a) and (b),
we compare our bound (darker blue line) with the results of Gast et al. [17] (lighter orange line). In Figure d), we provide a
comparison of the expected approximation factor between our work and the results of Gast et al. [15] and Vignatti and da Silva
[37], for 2 < B < 4.

2 Preliminaries

Throughout this paper, we use ~ to denote an asymptotic approzimation, i.e. given functions f(n) and g(n),

then f(n) ~ g(n) if lim, 0o L) — 1. We also use < and >

o(n) S 2, respectively, to denote an asymptotic upper

and lower bound approximation. Formally, we have that f(n) < g(n) if lim, % <1, and f(n) 2 g(n) if
J;(—Z; > 1. It is worth mentioning that the lower and upper asymptotic approximations that are used

here are stronger than the 2 and O asymptotic notations.

limy, o0

oo

For the next definitions and throughout the results of this paper, we denote ((8) = > =1 J% the Riemann
zeta function and Lig(2) = 3272, ;—; the polylogarithmic function. Let G = (V, E) be a random graph with
n = |V|and m = |E|. Consider the vertex set V' = {1,2,...,|V|}. In this work we use the GRG model proposed
by Britton et al. [5], where there is a weight w, associated to each vertex v € V. We denote Wj, the set of

vertices having weight &, i.e. W) = {v € V | w, = k}. Let w be a vector with entries wy,...,wyy|. In the

Wi W4

W’ where

GRG model, every edge ij is created independently at random with probability Pr(ij € F) =
Uy = cy Wy. In the literature p;; usually refers to the probability of an edge connecting vertex i and vertex
j. For the sake of convenience, however, we refer to p;; as the probability of a vertex having weight ¢ connects
to vertex a vertex having weight j.

Naturally, the vertex degrees depends on w, so we set the weights in such vector using similar principles of
the ones in Aiello et al. [1] to create a power-law random graph with exponent 8 > 2. Consider y; = E—:J, for
eachj=1,...,A, where A = [e*/#] and o = In (%) On the ACL(q, §) model, there are y; vertices of fixed
degree j. Similarly, in our model, we assign weight j to y; vertices. We denote by GRG(«, ) a GRG random



graph having such distribution on its vertex degrees.

Note that, from the definition of «, we have |V| = e*((3). Aiello et al. [1] observe that we can ignore
rounding in the values of y; and A. However, some extra care has to be taken in the values of y; in the
ACL(a, 8) model, since the vertex degrees sequence must be a graphic sequence. In the GRG(a, §) model we
do not need such restriction since y; is associated to the weights and not to the degrees.

Using the y’s values defined above, note that £, = > .y w, = Zle RETTIES) Zle i- f—; ~ e*((8—1), and
hence, an edge connecting a vertex of degree ¢ with a vertex of degree j is created independently at random
with probability p;; = W In Lemma 2.1 in [37], the authors show that p;; ~ % On the other

hand, using the y’s values on the Chung-Lu model [7, 8], we have p;; = ﬁéfl) Thus, we conclude that
GRG(a, 8) and Chung-Lu models are asymptotically equivalent for the power law weight distribution that we
use here, and all results in this paper hold in the Chung-Lu model.

We use the notation u — v to refer to the event where the vertex v is adjacent to v in the resulting graph
G. The degree of v € V is denoted by d(v) and we denote Vj, the set of vertices of degree k.

Let V- = V\{VhuUV;i}. For S C V, denote G[S] the graph induced by S and denote N(.S) the neighborhood
of S in G, i.e. the set of vertices that are adjacent to a vertex of S. The set N(V7) denotes the neighborhood
of V} in G and it can be expressed as N(V;) = N(Vi)~ U N(V;)®), where N (Vi)™ corresponds to the set of
vertices in N(V}) that have degree greater than one and N (V7)) are vertices of N(V;) that have degree equal

to one.
Lemma 1. (see [37], Lemma 3.1) Let q;x, = 1 — pi.. Then Hﬁzl qlzm ~ L
Lemma 2. (see [37], Lemma 3.2) Pr(v € W;) = % = m

Lemma 3. (see [37], Lemma 3.3) Pr(v € Vo |v € W;) = &.

Lemma 4. (see [37], Lemmas 3.5 and 3.6) Pr(v € Vp) =~ Lig((%e) and PrlveV)) = Liﬁ%é)l/e).

; A
Lemma 5. Let qj, = 1 — pj, where pj, = Wlﬁtl) Then [T, (qraga)™! =~ e

Proof. Trivially from Lemma 1. O

3 Technical lemmas

The main result of this section is the expected value of |N(V1)| and its corresponding parts, i.e. |N(Vi)~|
and |N(V;)M)|. We show these results in Lemmas 9, 13, and 14. The size of these sets are crucial for the
approximation algorithms presented in Sections 4 and 5. For both algorithms we can run a preprocessing step
in the set of vertices in N (V7)™ and N(V;)(). We observe that the vertices in N (V7)) are all in V; and each
edge between vertices from this set corresponds to an isolated edge.

A first observation is that we are interested in estimating the size of large sets, such as V4 and N(V;). These
sets grow asymptotically with the size of the graph. On the other hand, for large graphs, probabilities of events
related to one particular vertex/edge are asymptotically negligible, as shown in Lemma 6. We combine these
two facts in Lemmas 7 and 8 in order to show that for a given vertex v, adjacent to a given vertex w, the

asymptotic probability of the event d(v) = 1 is the same of the event d(v) = 0 in the graph induced by V '\ {w}.

Lemma 6. Consider j,k € {1,...,e*/#} and gk = 1 — pjk, where pji, = WE,_U Then, ;i ~ 1.



e
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Proof. Using the fact § > 2, limy_ 00 eagglg—l) < ((Bl—l) limy 00 o = (B ) limg 00 € a(3-1) = 0. O

Lemma 7. Pr(u € V; | u € Wj andw € W; and w — u) =~ Pr(u € Vo | u € W;), for (u,w) € V? such that
u € W; and w e Wj.

Proof. Let X, be the binary random variable associated to vertex u such that X, =1 if u — v (and X, = 0,
otherwise). Note that these binary random variables are mutually independent, since edges are independently
generated in our random graph model. We now compute the probability of u not being adjacent to any other

vertex in V except w. That is, Pr(u € Vi | u € W; and w € W; and w — u) is equal to

Pr ﬂ Xo=0ueW;andweW,andw —u | = H Pr(X,=0]|ueW; and w € W; and w — u)
veV veV
vAUFEW vAUFEW

A
T b et b ot

qij455 k=1 veEWy ql]q_]] 1 el qij455 e’

~ PI‘(U eW ‘ u € Wj),
where the approximations follow from Lemmas 1, 3, and 6. O

Lemma 8. Consider (u,v) € V2 such that u € W; and v € W;. Then

Prlue ViandveVi|u—vandu e W, andv e W;) = Pr(uec Vo |ueW,) -Pr(veVy|veW).

Proof. Consider the random variable X ,,, with respect to u, defined for each z € V, such that X,, =1if z > u
(and X, = 0 otherwise). The random variable X, is defined analogously to X_,,.

Note that each X, (and X,,) are mutually independent, since edges are independently generated in our
random graph model. We now compute the probability of u not being adjacent to any other vertex in V' except

v (and vice-versa for v). Then Pr(u € V; and v € V; | u — v and u € W; and v € W;) corresponds to

Pr m(qu—O and m Xow=0)lueW, andv e W; and u = v

zeV zeV
zFUFAV zFuUFY

=Pr ﬂ (Xew=0)lue W, andve W; andu—v | -Pr ﬂ (Xeo=0)jluecW; andv e W; and u — v

% zeV
zF#UF£V Z#UF£Y

H Pr(X., =0|ueW,; and v e W; and u — v) H Pr(X., =0|ueW;and v € W, and u — v)

zeV zeV
zFUFY zF#uFv
1 1 1 1 1

1
~——~PrueVolueW;)Pr(veVy|ve W,
€' qiiqij el qij4q;5 el et

Ni

where the first and the second equations follow since the events are mutually independent, and the approxima-

tions follow from Lemmas 1, 3, and 6. .
LZ 1(1/e
Lemma 9. E[|N(V;)W|] ~ W

Proof. Consider the binary random variable X, such that X, =1 ifu € V;, v € Vj and u — v (and X,, =0,

otherwise). Then Pr(u € V; and v € V4 and u — v) corresponds to



A

ZPr(uGVl and v € V; and u — v | u € W;) Pr(u € W;)
i=1
A A
:ZZPr(uEVl andv e Vi and u —v|ue€ W; and v € W;)Pr(v € W;) Pr(u € W;).

i=1 j=1
From the definition of conditional probability, we have
PrlueViandve Vi andu— v |ue W, and v e Wy)
=PrlueViandveVi|u—vanduec W;and ve W;)Pr(u —v|ue W, and v € W)

~Pr(ueVylueW;) -PrlveVy|veW;)Pr(u—v|ueW,;and v e Wj)

where the approximation is given by Lemma 8. By Lemmas 2 and 3, we have

A A
EHN(Vl)(l)H: Z Pr(Xyu, =1)= Z ZZ (Pr(Xyy =1|u € W; and v € W;) Pr(u € W;) Pr(v € Wj))
(u,v)EV?2 (u,w)eV2i=1 j=1

A A
Z ZZ(Pr(uGVO|u€W¢)-Pr(v€VO|U€Wj)
(u0)eV? i=1 j=1

- Pr(u—w | u € W; and v € W;) Pr(u € W;) Pr(v € Wj))

w 1 B 1 A . A
> ZZ elﬂ e*C(B—1) (17)7C(B)*  e((B —1)¢(B) 2 Z etif E:: ¢'j

(u,0)eV2i=1 j=1 (u,w)eV2i=1
e?*((B)*(Lig—1(1/e))® _ e*(Lig_1(1/¢))?
e*¢(B —1)¢(B)? ¢B-1

O

Given a fixed vertex v of weight j and a set of vertices Y C V adjacent to v, we show in Lemma 10 that all

events of the type “y is adjacent only to v”, y € Y, are approximately mutually independent.

Lemma 10. For fizred v € V with weight j, for any u € V with weight i, and for a subset S C V', such that
uésS, Pr(v—)uandue‘ﬁ

Nyes(v =y andy € Vl)) ~ Pr(v = u and u € V7).

Proof. We have that Pr (u eViandv = u

Nyes(v = yandy € Vl)) corresponds to
Pr (u €Viandv—wuand (,cgv—yand (,cqy € Vl)

Pr (ﬂyesv — y and ﬂyesf’/ € V1>

Pr (u€V1 and ﬂyeserl

v — u and ﬂyesv%y)Pr<v—>u

myeS v —= y)

Pr (nyesy S V1

nyes v — y)

Consider a vertex w with weight k. Let X,,, be the binary random variable having X, = 1 if w — u (and

Xuw = 0 otherwise). The set of events w — u, for each w € V, is mutually independent. Then

PrluweV; and ﬂye‘ﬁ
yeSs

v — u and ﬂv%y
yeS

() Xypu=0and (| Xuy =0 and (| () (X =0and Xy, =0)
yeS yeS yES ¢’ €S:y#y’



and N Xy =0and () N Xy =0

we{V\S}tw#u#v yeS we{V\S}hwAu#v
= [[ Pr(Xyu =0 and X, =0) [T J] Pr(Xyy = 0and X, =0)
yeSs yeSy'es
y#y'
II PrXwu=0)] ] Pr(Xuy,=0).
weV\S yeES weV\S
WAUFEV wHAUAV

We have that

ﬂye% ﬂv—>y =Pr ﬂ ﬂ (Xyy =0 and X, =0)

yes yes yeS y'€S:y#y’
and ﬂ ﬂ Xwy =0 and ﬂxuyzo
yeS we{V\S}hw#utv yeS
=II II Pr(xyy =0and X, =0) [ [ Pr(Xuwy,=0)J]Pr(Xu, =
yES y' €S yES weV\S yeSs
y#y’ wH#utv
=II I] Pr(xXyy =0and X, =0) [ [ Pr(Xwy,=0)
yeS Yy’ €S yeS weV\S
Y7y wHuAY
I Pr(Xuy = 0) [[ Pr(Xuy =0 and X, = 0).
yeSs yeSs

The last equality is due to [[,cq Pr(Xuy =0 and Xyu =0) = [[,cq Pr(Xuy =0 | Xyu = 0) Pr(Xyy = 0) =

yeSs
[, es Pr(Xuy = 0). In addition, the event v — w is independent from (), g v — y, and then, Pr (v — u)ﬂyes v — y)

is equal to Pr(v — u) =~ m. Hence, Pr (v —uand u € V1| es(v —yand y € Vi) ) corresponds to

g Lyes PriXyu = O)wel;l\s Pr(Xuu = 0) = Getr JQV Pr(Xu = 0) ~ eacfzji—n et qmqu ~ eiea((ﬁ—l)'
wHuFv wHEUFEV

The approximations come from Lemmas 5 and 6.

By Lemma 7, this corresponds to Pr(u € V4 and v — u) = Pr(u € Vi | v — v) Pr(u — v). This concludes

the proof. O

Corollary 1. For fized v € V with weight 7 and for any u € V' with weight i, the events “v — u and uw € V1”7

are approximately mutually independent.

For the lemmas and theorems below, we denote by v — S the event of the vertex v be connected to the

set S C V.

jLig_1(1/e)

Lemma 11. Pr(v — Vi |[ve W) 21— (%) CF-D

Proof. Let X, be the binary random variable associated to u € W;, for 1 < ¢ < A, such that X, = 1 if
v — wand u € V] (and X,, = 0 otherwise). From De Morgan’s law, from Corollary 1 and Lemma 10, and the
fact that (1 — %)w < (é)a, we have

Ve Wj)

Pr(v — Vi |ve W;)=Pr U(U—>uandu6V1)
ueV

:1—Pr<(A] ) Xu=

i=1ueW;

’UEWj) :1—Pr<ﬂ(v—HuUu§éV1)

ueV

UeW'>~1—H II ( ‘eeacjﬂl))

i=1ueW;
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—1-J7(1--—Y 1— - R
E( ezeaC(ﬁ—1)> ~ E(e) (e)

dLig_1(1/)
1\ <D
z a <) ' D
e
Lig_1(1/e)
Lis ((2) S50
Let p(8) ~ 1 — <G

Lemma 12. Pr(v — V1) 2 p(B).

Proof. By Lemmas 2 and 11, the value Pr(v — V1) is equal to

Lig_1(1/e)
iP Vi | W )P W i JL‘?(ﬂl(ll)/e> 1 ) Lig <(i) CA-D >
r(v — vE (v e | L
| ) 56

Jj=1 =1

Lemma 13. E[|N(V})|] = e“¢(B8)p(8).

Proof. Let X, be the binary random variable associated to v € V such that X,, =1 if v — V; (and X, =0
otherwise). Then by Lemma 12, E[|[N(V1)[] = >_, oy Pr(v — V1) 2 e*C(B)p(B). O

Lemma 14. BIN(Vi)~|| 2 e* (¢(8)n(8) - L)

Proof. Directly from E[|N(V1)|] = E[[N(V1)~|] + E[[N(V1)M]], and Lemmas 9 and 13. O

4 Approximation algorithm for the minimum dominating set

The strategy that we use for finding an approximation is similar to the one of Gast and Hauptmann (2015) [17].
We start with a preprocessing step where we include every vertex of N(V;)~ and half of the vertices of N (V)™M
in the solution. Then we apply an approximation algorithm in the graph induced by V'\ {N(V1)UV;}. Consider
the set N (V1)) € N(V4), where [N (V)| = [N(V1)®]/2, and denote by R the set R = V\{N(V;)~UV;}. In

Lemma 15 we prove that the approximation factor ¢(3) for the minimum dominating set problem corresponds

r|OPT(R)|+|N (Vi) [+ N (Vi)™
|[OPT(R)|+|N (V1) = |[+|N (V)| ?

Lemma 4.1 in [37], this holds for any graph G (i.e. no probabilistic argument is used in the proof). In the

to

where OPT(R) is the optimal dominating set in R. We observe that, as in

next results in this section, with the exception of Lemma 15, we treat the sizes of OPT(R), N(V;), and R
as expected values of random variables. The bounds for the approximation factor given by Theorem 1 and
Corollary 3 are illustrated in Figures 1 and 2, respectively, where we compare our results with the bounds of
Gast and Hauptmann (Theorem 4 [17]). Due to the nature of the random graphs the authors use, they obtained

two functions for ¢(3), defining the appropriated ranges for 3 in each case.

Lemma 15. ¢(3) r|OPT(R)|+|N (Vi) [+ N (Vi)Y |

S JOPTR)ITIN(A) THIN() 7] where r is the approximation factor of the algorithm applied

to set RR.
Proof. Consider V* =V, U N(V;). We first prove that the following two conditions hold:
(i) G contains a minimum dominating set D such that (N(V;)~ UN(V1)M') € D, and

(ii) OPT(V*) = |[N(V1)~| + [N (V1)



For each edge (z,y) € E such that x € V; and y € V—, either  or y (but not both) must belong to D
(otherwise D is not minimum). If 2 € Vi, then (D \ {z}) U {y} is also a minimum dominating set, then, using
the same exchange argument, there is a minimum dominating set containing every vertex of N (V). For each
pair of vertices (z,y) € Vi where  — y, then either  or y (but not both) must belong to D, therefore, half of
the vertices from N (V1)) are in D. We denote such set by N(V;)M". So, (i) holds.

From (i), we have that the graph induced by N(V;)~ UN(V;)®' is an optimal solution for G[V*]. Besides,
sets N(V1)~ and N(V1)®) are disjoint, and hence, (ii) holds. Now let OPT(V) denote the size of the optimal
solution such that condition (i) holds. From (i), we have that OPT(V) < |OPT(R) U N(Vi)~| + |[N (1),
which corresponds to [OPT(R)| + [N(Vi)~| + [N(V1))'|, where the last equality comes from the fact that
RNN(V)™ =0.

Let OPT(V)’ be the size of the solution obtained by the approximation strategy. Then ¢(8) < OOP%((VV))/ <
T‘OPT(R)HlN(Vlr|+|N(V1)(l),|. The last inequality comes from the fact that Za“jbb < zetb for 2, a,b, ¢ € R, where

[OPT(R)|+|N (V)= |[+|N (V)M c+b
z>1land a <ec. O

r[OPT(R)[+|N (V1) ~ |+ IN(V) D' [+[Vo|
Corollary 2. ¢(5) < 4 Gpr() 1IN (A) 1+ IN V) O +Val

applied to set R, and Vj is the set of vertices that have degree 0.

where 1 is the approximation factor of the algorithm

In Theorem 1 we give a constant upper bound for the expected value of ¢(8). In the proof of our upper bound
we use the next result from [17], adapted to the random graph model we use. The approximation algorithm

has an approximation factor given by O(log A), where A = ¢/ is the maximum degree of a vertex in G[R].

Lemma 16. (see [18], Section 8) For 2 < § < 4,
o(8) = max{r|0PT(R)| + [NV~ |+ [N(V) WD /2
|OPT(R)| + [N(V1)~| + [N(V1))]/2
mmin {8, L) ¢ JELEINGA L I 02
BUIOPT(R) S = ZIR|+ IN(Vi)~| + N (V))D|/2

|OPT(R)| < |R],

Theorem 1.

C(B) + Lig_1(1/e) (ngzﬁli(_ll/)e) .
C(B)p(B) — W

#(B) ) . for non-empty N(Vi)M) and 2 < 8 < 4.

Proof. From Lemmas 15 and 16, we have that the upper bound for the approximation factor ¢(/3) corresponds to
E[|RI+E[IN (V1) [[+E[IN (V1) M ]]/2 : : ; — _ -1 i
o(B) < TR TEINGVA)- [LEIN D)2 By linearity of expectation, E[|R|] = |V| — E[|[N(V1)~|] — E[|V4]], since
N(V1)~ and V; are disjoint. Writing E[|N(V1)~[] > e®a, E[|V1]] = e“C(B)b, and E[|N(V1)(P|] ~ ¢, where a, b,
: e (¢(B)—a—b)+e*(at+$) ¢(B)—b+35
< 2 2
and ¢ are the constant parts on the expected size of each set, then ¢(8) < T oo (C(B)—a—b)ton (a1 8) < T T
since 2(¢(8) — a — b) > 0. The result follows from Lemmas 4, 9, and 14. O

e

In our analysis, following the same criteria of [17], we did not include vertices of degree 0 in the solution.

For the more general case, the approximation factor follows from Corollary 2 and Theorem 1.

Corollary 3. For non-empty sets N(V1)(") and Vy (set of isolated vertices in G), with 2 < 3 < 4,
. Lig_ e .
_ ) + Lisa(1/e) (5355 —1) + Lis(1/e)
Lig_ e))? . :
C(B)p(B) — Lo 4 Lig(1/e)
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Figure 2: Expected approximation factor given by Corollary 3 for 2 < 8 < 2.729 (graph (a)) and 2.729 < 8 < 4 (graph (b)). In

graphs a) and b), the darker line (blue) corresponds to values obtained by our bounds, and the lighter line (orange) corresponds to

the expected approximation factor described in Theorem 4 in [18]. In (a), the function from [18] is not continuous. The graph in
(c) shows the expected values of E[|N(V1)]] as a fraction of V.

5 Approximation algorithm for the vertex cover

In this section we show a better factor of approximation for the algorithm for the MVC problem described by
Vignatti and da Silva in [37]. The algorithm has an approximation factor strictly smaller than 2 for power-
law graphs, what may not be achievable for graphs in general [24]. The approximation factor from [37] is an
improvement of a previous result of [15] (although some care should be taken in comparing both results, since
the random graph models are not exactly the same, as we have discussed in Section 1). In this section we show
that the results obtained in Section 3 imply a significantly better guarantee for the approximation factor for
the algorithm of [37]. We illustrate such differences in Figures 1 and 2.

The idea is similar, but not identical to the strategy described in Section 4. For the MVC problem we
include all vertices of N(V}) in the solution and then run a 2-approximation algorithm in V' \ {N (V1) U V1 }.
We state Lemma 17 (the proof is given in [37]) and give the proofs for Lemma 18, Corollary 4, and Theorem
2, although the proofs are similar to the referred paper, for the sake of completeness. Similarly to Section 4,
OPT(V), IN(V1)|, and |V ~| are treated as expected values of random variables, except in Lemma 17. For the
next lemma, recall that N(V;)(®)" is the set composed by half of the vertices from N(V;)™.

Lemma 17. (see Lemma 4.1, [87]) Consider V* = V1 U N (V7). The following three conditions hold:
(i) G contains a minimum vertez cover C s.t. N(V1)~ UN(V1)M' C C,
(ii) OPT(V*) = |N(V1)~ UN(1)D'|, and

(iii) OPT(V) = OPT(V*) + OPT(V \ V*).

We observe that Lemma 17 (i) is originally stated as “N(V;) C C and that there is no vertex of V; in
C”. However, the proof also holds by noting that N(V;) = N(V1)~ UN(V1)® and that N(V;)~ U N(V;)D' C
N(VA)~“UN)M,

Lig_1(1/e)
Lig <(1) <(B-1) )
~1 _ i OPT(V™) ~ p(B)
Lemma 18. Let p(ﬁ) ~1 (B - Then OPT(V) ~ ( Lz[.}(l/c)LZﬁ_l(l/c)+(Lzﬁ_1(1/c))2) .
¢(B) <(B) ¢(B—-1)

Proof. By Lemma 17 (i), OPT(V) < |V~ |+|N(V1)M)|/2. From Lemma 4, |[V~| < |V] (1 - Li?g;ge) - Liﬁgzﬁ()l/e)) .

From Lemma 9, [N(V;)M| ~ ea(Licfzél_(ll)/e))Q < eag(ﬁ)é%;‘*_‘ll)(l/e))Q. By Lemmas 17 (ii) and 13, OPT (V™) is equal
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to |[N(V1)| > |V ]p(B). Combining the two bounds, we have OPT(V) > ( £(8) ) . O

OPT(V) ~ | [_Lip(/0) L1/ (Eip_1(/e)?
TTam T T a® <E-D
OPTONV®) 1 o(8)
Corollary 4. =5prny— S1 | Eip(/e) Lig_1(/e)  (ig_1(/e)? |
Tt T ety
.oy OPT(VH)4OPT(VAV*)
Proof. By Lemma 17 (iii), OPT(V) = 1. The result holds from Lemma 18. O

Theorem 2. The expected approzimation factor () for the vertex cover problem corresponds to

p(B)

<9 _

v(B) <2 1 — Lis(/e) _ Lipa(/e) | (Lig1 (/)"
¢(B) () A1)

Proof. From Lemma 17 we have that an optimal solution has the set N (V7). Hence, we apply a 2-approximation

algorithm in G[V '\ V*] and return C'U N (V1) as solution, where C is the solution given by the 2-approximation

algorithm. Since C' and N(V;) are disjoint, by Lemma 17 ((ii) and (iii)) and Corollary 4,
[CUNW)|=IC|+|N(W)| <20PT(V\V*)+ OPT(V*) =20PT(V\V*)+ OPT(V) — OPT(V \ V¥)

p(B)
= * < B
OPT(V\V*)+OPT(V) SOPT(V) + | 1 e s OPT(V)
¢(8) <)
=l2- p(B)
=12 1— Lig(1/e) _ Lig_1(1/e) + (Lig_1(1/e))? OPT(V) O
5) {G) CA-1)

6 Conclusion

In this paper we present an upper bound ¢(f) for the expected approximation factor to the minimum dominating
set problem in power-law graphs with 2 < f < 4. We use the generalized random graph model of Britton et
al. [5] with expected power-law degree distribution. We show that for 2 < 8 < 2.52 and 2.729 < 8 < 2.85
the bound is tighter than the one of Gast and Hauptmann [17]. We show that the same techniques can also
be applied to the vertex cover problem, improving the previous bound of Vignatti and da Silva [37] for the
minimum vertex cover problem. As far as we know, the approximation factors obtained for both problems are

the best known factors for power-law graphs.
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