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Abstract

This paper presents some intermediate results on
fingerprint classification adopting a neural network as
decision stage, in order to evaluate the performance of a
discrete wavelet transform as feature extraction
technique. Some issues on the image acquisition,
preprocessing and segmentation are also discussed.

1. Introduction

The automated classification and matching of
fingerprint imageshas beena challengingproblem in
pattern recognition over the past decades. Several
approachefor the solutionhavebeenproposedhowever
noneof themis considereccompleteand the problemis
still anopen question.

Traditionalattemptgto reachthe solutionmakeuseof
specificalgorithmsto extractuniquefingerprintfeatures,
such as ridge orientation and minutia detection
techniques[l] [2]. Minutia are particular types of
discontinuitiesin the ridge patterns,such as endings,
bifurcations and islands. Unfortunately, the minutia-
based approach is very sensitive to noise and
deformation.Perturbationsn the acquisitionprocesscan
easily createartificial minutia or causeexisting onesto
disappeaf3]. This particularproblemhasstimulatedthe
developmenof specialalgorithmsfor enhancemenand
feature purification of fingerprint images [4]. Other
disadvantageare the complexity and the computational
expensivenesghat arise from the use of such specific
methods.

This work proposesa more generalfeatureextraction
schemefor fingerprint imagesusing a discretewavelet
transformand presentsa preliminary evaluationof its
usefulness and suitability for neural network classifiers.

In [3] is suggestedhe use of neural networksas a
possible solution for the caseof fingerprint matching.
Many reasonsndicate the suitability of a connectionist
approach, such as its robustnessto noise and its
adaptivenesdzurthermoreneuralnetworksare trainable
from examples and can be fine-tuned to fit the
requirements of specific applications. 5 § comparison
is made betweenconventionalstatistical classifiersand
neural network classifiers for fingerprint applications,
which provides some motivating results on the
performancef neural networks for this particular task.
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Figure 1. Fingerprint classification - block
diagram

Our classification method can be divided intst&ges:
image acquisition, preprocessingsegmentationfeature



extractionandclassificationasFigurel illustrates.Each
of thesestageswill be further describedn detailsin the
following sections.

2. Image Acquisition

Neural networks demandthe availability of several
samplef eachpatternin orderto betrained.Therefore,
it is necessaryto construct a databaseof digitized
fingerprint imagesto train and test a neural network
classifier.

A special device for the collection of fingerprint
imageswas built basedon a simple principle, which is
employedin most of the commercialdevicesfor this
purpose.A right-angle prism was usedto project the
fingerprintridge patternovera CCD cameraOne of the
squaresides of the prism was illuminated by a light
source. As the incoming rays of light reflect on the
diagonal side of the prism, they interact with the
touchingfinger ridges forming the correspondenimage
on the othersquaresideof the prism. The formedimage
is thenfocusedon the CCD cameraby meansof a lens.
Figure 2 illustrates the entire process.
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Figure 2. Fingerprint image acquisition.

The signalfrom the CCD camerawas then digitized
by a frame grabber board installed on a Macintosh
computer, resulting in images of 32@40 pixelsin size,
with 5 bits gray scaleper pixel andresolutionof 320 dpi.
The first data set assembledor this work contains50
imagesof 10 distind fingerprint patternswith 5 different
samplesof eachpattern correspondindo the fingers of
both handsof only one person.The seconddata set
consistof 160 imagesof 16 distind fingerprint patterns
with 10 different samplesof eachpattern,corresponding
to both thumbs of eight different people.

3. Preprocessing and Segmentation

Due to the simplicity of the fingerprint acquisition
device,a perfectfocus on the entire areaof the images
could not be achieved For this reasona high-pasdilter
with high-frequencyemphasis[6] was applied to the
original images, in order to enhance borders and
minimize the focus problem. After the high-pass
filtering, the resulting images were submitted to a
histogram equalization to enhance contrast.

(b)
Figure 3. Preprocessing and segmentation
of the first samples of a fingerprint class:

(@) original image; (b) result of the
preprocessing and segmentation, with the
resulting reference region (128 x 128 pixels)
and region of interest (32 x 32 pixels)
assigned on the image.

Oncethe preprocessingvasdone,it was necessaryo
find the region of interestwithin the images,wherethe



feature extractionwould take place. The segmentation
was divided intawo differentprocessesThefirst sample
imagesof eachclassof fingerprintswere convertedfrom
gray-scaldo binarythrougha fixed thresholdvalue.The
binary images were then submitted to morphologic
operationsof erosionand dilation, respectively,leaving
in the imagea single areaof black pixels corresponding
to the center of the region of interest.

(b)
Figure 4. Correlational-based cropping of
the remaining samples: (a) first sample
crop of a fingerprint class (by means of

mathematical morphology); (b) another
sample crop of the same class (by means
of maximal correlation with the reference
region).

The next step was the detection of the boundary
rectangleof the resulting black area, whose geometric
centerwould be the centerof a 128 x 128 pixels square

images.The central 32 x 32 pixels region of the first
croppedimage was stored as a referenceregion to be
usedin the cropping processof the remainingimages.
Figure 3 showsone of the resultsof preprocessingand
segmentation of the first sample of a fingerprint class.

The remaining image samplesof each fingerprint
class were segmentedin a different manner. The
referencaegionof the first samplewasslided acrossthe
remainingimagescorrespondingo the sameclass.The
correlationcoefficient betweenthe referenceregion and
the local subimagewas evaluatedat eachstep and the
position of maximal correlationwas usedas a reference
for the 128 x128 pixels crop within the image.Figure 4
shows one of the results achieved.

The correlational-based cropping minimizes
translation problems. However, this methealsobserved
to be quite sensitiveto rotation. Someof the resulting
128x 128 pixelsimages,usingthe segmentatiomprocess
just described,are shown in Figure 5. The cropped
images were used as inputs to the feature extraction
stage.

Figure 5. Cropped images: (a) first sample
crop of a fingerprint class (by means of
mathematical morphology); (b) other
sample crop of the same class (by means
of maximal correlation with the reference
region).

The useof imagestakenfrom thumbswas observedo
be less susceptibleto rotation problems.This happens
becausehe sizesof thumbsare closeto the size of the
window on the acquisition device, that provides a
physicallimitation for the degreeof freedomof rotation.
Besidesthat, thumbsprovide larger useful areason the
resultingimages.Thesewere the reasongor the use of
thumbs in our second data set.

4. Featur e Extraction

The extraction of relevarfiéaturesof a patternis nota
trivial task. For the particular case of the feature
extraction from fingerprint images several approaches
have been developed,most of them basedon special

image to be cropped from the corresponding preprocessegaracteristicsfrom the fingerprint patterns, such as



ridge orientation and minutia detection [1] [2]. A
Karhunen-Loéve transform of the ridge orientation
patternof fingerprintswasusedin [5] to obtain feature
vectors, which were used as inputs to statistical and
neural networks classifiers.

A difficulty that follows from these traditional
approachesis the use of specializedalgorithms and
operators to extract ridge orientation and minutia
information.On the otherhand,the useof mathematical
transformso mapthe patternsnto a moresuitablespace
in termsof representatiofis a plausiblepossibility. The
use of a discrete wavelet transform as the feature

extraction method was considered in this work for several

reasonsOne of themis that the FBI hasachievedsome
motivating results with fingerprint data compression
using a specialspecificationof a wavelettransform[7]
[8]. In fact, adequatewavelet transformsallow perfect
reconstructionof the original signal, while providing
good frequency-timelocalization at multiple scales[9]
[10]. Furthermorediscretewavelettransformalgorithms
seemto be more easily implementedon digital signal
processor®r specifichardwarethan the algorithmsthat
follow from ridge or minutia-oriented techniques.
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Figure 6. WSQ subband structure.

The proposedvavelet-basefeatureextractionscheme
followed the FBI's directionsto evaluatethe wavelet
transformover the fingerprintimages.The imageswere
normalizedandthensubmittedto the wavelettransform,
accordingto the subbandstructuredefinedin the WSQ
Specification (see Figure 6). Also, the filters
implementedfollow the symmetricboundaryconditions
specifiedin [7] and [8]. However,the filter coefficients
used to compute the transform were not the same
suggestedby the FBI. Instead, we adopted a least

asymmetriccompactly supportedwavelet basis with 8
vanishingmoments[11]. The FIR filter coefficientsthat
generate tis wavelet basis are givers follbows:

h=[0.001890, -0.000303, -0.014952,0.003809,
0.049137, -0.027219, -0.051946, 0.364442,
0.777186, 0.481360, -0.061273, -0.143294,

0.007607, 0.031695, -0.000542, -0.003382]

The featurevectorswereassembledrom the resulting
64 waveletcoefficientsfrom the subband®, 1,2 and 3.
The reasonof this choiceis the fact that thesesubbands
containcompactednformationfrom the entireimage,as
they represent the deepest wavelet analysis.

Before training the neural network, a statistical
analysiswas madeupon the obtainedfeaturevectors of
the first data setn order to verify theiwvalidity. For that,
the mean correlation coefficients betweenvectors from
the sameclassandfrom different classesvereevaluated.
The results of this evaluation for the 10 concercladses
(f1 to f0) are given inrable1.

As expectedthe correlationcoefficientsbetweenthe
membersof the sameclasswere alwaysgreaterthanthe
onesbetweerthe memberof differentclassesThe worst
case of similarity between classesoccurred between
classesgand f of thefirst dataset,whosecorresponding
fingerprint imagesin fact presentedvery similar ridge
patterns. Nevertheless, these classes were still
distinguishableaswill be shown in the next section

5. Neural Network Classification

To confirm the efficiency of our feature extraction
method, a feed-forward neural network with a single
hidden layer was trained with a gradient descent
technique [12] [13]. This simple backpropagation
networkwascomposedf 64 input nodes(corresponding
to the dimensionof the featurevectors) 16 hiddennodes
and 10 or 16 outputnodes(correspondindo the number
of concernedingerprint classesof the first and second
data sets, respectivgly

The supervisedtraining was done with 4 elements
from eachclassfor thefirst datasetandwith 5 elements
from eachclassfor the seconddataset.In both caseghe
training patternswere presentedandomlyto the neural
network The remainingelementsof eachdatasetwere
used to test the neural network.

Figures7 and8 showthe behaviorof the meansquare
error for the first and seconddatasets,during training.
The curvescorrespondo learning constantya) of 0.1,
0.2, 0.4 and 0.8. It is possible to observe the fast
convergenceof the networksin all cases.The training
phaseswere divided in five stagesof 100 epochs,with
intermediateteststo evaluatethe resultingmeansquare
error of the neural networks. The results of these
intermediate tests are given in tables 2 and 3.



fl fz f3 f4 f5 fa f7 f8 f9 f10
fi 0.8796 | 0.1075| 0.1316 | 0.0600 | 0.3552 | 0.3791 | 0.2762 | 0.1537 | 0.1063 | 0.3815
f, 0.1075| 0.8064 | 0.4995 | 0.2847 | 0.1505 | 0.1024 | 0.3306 | 0.3790 | 0.2826 | 0.1967
fs 0.1316 | 0.4995 | 0.8167 | 0.4315| 0.2336 | 0.1670 | 0.3705 | 0.3885 | 0.4929 | 0.4099
fa 0.0600 | 0.2847 | 0.4315| 0.7866 | 0.1883 | 0.3942 | 0.3901 | 0.4562 | 0.5091 | 0.3802
fs 0.3552| 0.1505 | 0.2336 | 0.1883 | 0.7623 | 0.3713 | 0.2531 | 0.0952 | 0.0932 | 0.2450
fs 0.3791|0.1024 | 0.1670 | 0.3942 | 0.3713 | 0.9692 | 0.7862 | 0.2425 | 0.4386 | 0.5553
f; 0.2762|0.3306 | 0.3705 | 0.3901 | 0.2531 | 0.7862 | 0.9733 | 0.4760 | 0.6438 | 0.5984
fg 0.1537|0.3790 | 0.3885 | 0.4562 | 0.0952 | 0.2425| 0.4760 | 0.7739 | 0.5231 | 0.1746
fq 0.1063| 0.2826 | 0.4929 | 0.5091 | 0.0932 | 0.4386 | 0.6438 | 0.5231 | 0.8226 | 0.5358
fio |0.3815|0.1967 | 0.4099 | 0.3802 | 0.2450 | 0.5553 | 0.5984 | 0.1746 | 0.5358 | 0.7053
Table 1. Mean correlation coefficients between classes.
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Figure 7. Mean square error during training - first data set.
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Figure 8. Mean square error during training - second data set.




Epoch | a=0.1 a=0.2 a=0.4 a=0.8 Epoch | a=0.1 a=0.2 a=0.4 a=0.8
100 | 0,55763 | 0,25128 | 0,06299 | 0,01950 100 | 0,76686 | 0,37676 | 0,12168 | 0,06457
200 | 0,23605 | 0,07831 | 0,02305 | 0,00829 200 | 0,40285 | 0,11182 | 0,06617 | 0,04826
300 | 0,11036 | 0,04614 | 0,01411 | 0,00540 300 | 0,20495 | 0,07416 | 0,05596 | 0,04316
400 | 0,06677 | 0,03265 | 0,01037 | 0,00403 400 | 0,13387 | 0,06051 | 0,04978 | 0,04059
500 | 0,04690 | 0,02547 | 0,00824 | 0,00325 500 | 0,11077 | 0,05323 | 0,04609 | 0,03892
Table 2. Resulting mean square errors Table 3. Resulting mean square errors

during intermediate tests - first data set.

It was possible to accurately identify all of the
members of each classtimefinal tests fact thatsuggests
the wavelettransformfeature extractionschemecan be
suitable for fingerprint images.

The results achievedwith the seconddata set are
consideredto be more relevantthan the onesobtained
with thefirst dataset. The first reasonfor this statement
is the numberof classesoncernedn eachdataset (10
classedor thefirst versusl6 classedor the seconddata
set) and the secondis the numberof samplesof each
classusedto train and test the neural networks (four
sampledo train and only one sampleto testfor the first
datasetversusfive samplego train and five samplesto
test for the second).

6. Conclusions

A wavelet-basednethodwas proposedto be usedas
the featureextractionstagein fingerprint classifiersthat
make use of neural networks.

Until this moment,the proposedlassificationmethod
has given the expectedresults, from statistical and
connectionisistandpoints. However,it hasshownto be
quite sensitiveto rotation and translation. The latter
weakness is minimized by the correlation-based
segmentationof the images and the former is less
incident when patterns of thumbs are used.

Adequateresultsof the wavelettransformhaveshown
to be dependenbn the quality of the imagesand their
normalizationaccordingto the WSQ Specification.The
preprocessingstage of the presentedschemeplays the
role of enhancingheimagessothat betterresultscanbe
achieved.

The smallamountof hiddennodesassociateavith the
fast convergencepresentedby the neural networks
suggest a high separability of classes. atieptionof the
simplestbackpropagatiomalgorithm (without the useof a
momentumfactor) and the accurateclassificationof test
patternsalsoindicatethe obtainedclassesare consistent.
Thesefactsmay beinterpretedasa measureof suitability
of the wavelettransformasfeatureextractionmethodfor
fingerprint classification.

A preliminary approachwhich directly employsthe
waveletcoefficientsof specificsubbandsccordingto the

during intermediate tests - second data set.

WSQ SpecificationwasdiscussedNeverthelesshereis
still plenty of work to be doneconcerningthe evaluation
of other possible arrangements. Future work
comprehendsstudies upon the dimension of feature
vectorsandtestswith otherneuralnetworkarchitectures
Moreover, the data ses usedin this work were very
limited. This way, other experimentsneedto be done
with enlarged data sein the future.
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