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Abstract. In order to achieve the concept of ubiquitous computing, popularized
by Mark Weiser, is necessary to sense the environment. One alternative is use
traditional wireless sensor networks (WSNs). However, WSNs have their limita-
tions, for instance in the sensing of large areas, such as metropolises, because it
incurs in high costs to build and maintain such networks. The ubiquity of smart
phones associated with the adoption of social media websites, forming what is
called participatory sensing systems (PSSs), enables unprecedented opportunities
to sense the environment. Particularly, the data sensed by PSSs is very interesting
to study city dynamics and urban social behavior. The goal of this work is to sur-
vey approaches and models applied to PSSs data aiming the study city dynamics
and urban social behavior. Besides that it is also an objective of this work discuss
some of the challenges and opportunities when using social media as a source of
sensing.

1 Introduction

At the beginning, there were mainframes, shared by a lot of people. Then came the
personal computing era, when a person and a machine have a close relationship with
each other. Nowadays we are witnessing the beginning of the ubiquitous computing
(ubicomp) era, when technology recedes into the background of our lives [1, 2].

Mark Weiser, in his classical article entitled “The computer for the 21st century”,
that appeared in the Scientific American magazine [3], popularized the concept of ubiq-
uitous computing, which envisions the availability of a computing environment for any-
one, anywhere, and at any time. It may involve many wirelessly interconnected devices,
not just traditional computers, such as desktops or laptops, but may also include all sorts
of objects and entities such as pens, mugs, phones, shoes, and many others.

Although this is not the reality yet, much has been done in this direction in the past
20 years after the publication of Weiser’s seminal paper, and the key ingredients are
evolving in a favorable direction for it. Observe, for example, the increasing number
and popularization of numerous types of portable devices.

A fundamental step to achieve Weiser’s vision is to sense the environment. The re-
search in wireless sensor networks (WSNs) has provided several tools, techniques and
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algorithms to solve the problem of sensing in limited size areas, such as forests or fac-
tories [4, 5]. However, traditional WSNs have their limitations, such as the high costs
related to achieve very large coverage spaces, such as metropolises size areas. Consider
the challenges to build and maintain such networks.

In this direction, smart phones are taking center stage as the most widely adopted
and ubiquitous computing device [2]. It is also worth noting that smart phones are in-
creasingly coming with a rich set of embedded sensors, such as GPS, accelerometer,
microphone, camera, gyroscope and digital compass [6].

Social media websites such as Foursquare1, Instagram2, Flickr3, Twitter4, Waze5,
and Weddar6 have started to create new virtual environments that integrates the user in-
teractions and, probably because of that, are becoming very popular. Figure 1 illustrates
the popularity of social media use by showing what happens on the Internet at every
sixty seconds. For instance, we can see that more than 6,600 pictures are uploaded on
Flickr and 320 new accounts and 98,000 tweets are generated on Twitter every minute.
Besides that, Foursquare, created in 2009, registered 5 million users in December 2010,
10 million users in June 2011, and 20 million users in April 2012 [7].

The ubiquity of smartphones, associated with the adoption of social media websites,
enables unprecedented opportunities to study city dynamics and urban social behavior
by analyzing the data generated by users. In this way, we can consider social media as
a source of sensing, each one providing different types of data. In Waze, users report
traffic conditions, in Weddar, users report weather condition. Location sharing services,
such as Foursquare, allows users to share their actual location associated with a specific
category of place (e.g., restaurant). This enables the study of human behavioral patterns,
such as mobility, and also the study of the semantic meaning of places in the city. Social
media systems that allow people connected to the Internet to provide useful information
about the context in which they are inserted at any given moment, as those cited above,
are called participatory sensing systems (PSSs) [8, 9].

Indeed, PSSs have the potential to complement WSNs in many aspects. As WSNs
are typically designed to sense areas of limited size, such as forests and factories, PSSs
can reach areas of varying size and scale, such as large cities, countries or even the en-
tire planet [9]. Furthermore, WSNs are subject to failure, since their operations depend
on proper coordination of actions of their sensor nodes, which have severe hardware
and software restrictions. On the other hand, PSSs are formed by independent and au-
tonomous entities, i.e., humans, which make the task of sensing highly resilient to in-
dividual failures. The success of PSSs is directly connected to the popularization of the
smartphones and social media.

The goal of this work is to present the state of the art of the use of participatory
sensing systems to study city dynamics and urban social behavior. It surveys approaches
and models applied to generate context (see Section 2.3 for the definition) from big raw

1 http://www.foursquare.com
2 http://www.instagram.com
3 http://www.flickr.com
4 http://www.twitter.com
5 http://www.waze.com
6 http://www.weddar.com
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Fig. 1. Things that happen on Internet every sixty seconds. Infographic by - Shanghai Web De-
signers (http://www.go-globe.com/web-design-shanghai.php).

data obtained by participatory sensing systems. It is worth mentioning that it is not our
objective to make an exhaustive survey in this subject. Instead, we discuss a compilation
of studies that represent recurrent themes addressed by researchers nowadays. For that,
we identified five classes of studies and we named them as: (1) mobility patterns; (2)
understanding cities; (3) social patterns; (4) event detection; and (5) human behavior.
For each class we highlight the approaches and models applied to create new knowledge
and semantic meaning from the big raw data. Besides that we also discuss some of the
challenges and opportunities when using social media as a source of sensing.

The rest of this chapter is organized as follows. Section 2 discusses the concept of
ubiquitous computing, presenting its definition (Section 2.1), discussing its current state
(Section 2.2) and also presenting the concept of context aware computing (Section 2.3),
which is a central piece of ubicomp. Section 3 discusses the participation of humans
in the sensing process, covering particularities of participatory sensing systems and
participatory sensor networks. Section 4 presents the approaches and models used to
deal with social media as a sensor, for each one of the five classes of studies considered.
Section 5 and Section 6 discuss the challenges and opportunities that emerge when
dealing with social media as a source of sensing, respectively. Finally, Section 7 presents
the final remarks.

2 Ubiquitous Computing

Modern computing can be divided in three eras. The first is characterized by one sin-
gle computer (mainframe) owned by an organization and used by many people con-
currently. In the second era, a personal computer (PC) is usually owned and used by
a single person. In the third era, ubiquitous computing (ubicomp), each person owns
and uses many computers, especially small networked portable devices such as smart
phones and tablets[1, 2].
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Ubiquitous computing is related to mobile computing, although they are not the same
thing, neither a superset nor a subset [10] of each other. Mobile computing devices are
not mere personal organizers. They are devices (computers with processing power) that
contemplate a new paradigm: mobility. Mobility has some constraints, such as finite
energy sources. This paradigm is changing the way we work, communicate, have fun,
study and do other activities while we are moving [11]. The fact is that ubiquitous
computing must support mobility, since motion is an integral part of everyday life.
Hence, ubiquitous computing relay on mobile computing, but goes much further.

2.1 Mark Weiser’s Visions

To talk about ubiquitous computing we have first to mention Mark Weiser, which has
been recognized as the “father” of ubiquitous computing. Weiser, called by many “Vi-
sionary”, was head of the Computer Science Laboratory at Xerox Palo Alto Research
Center (PARC) when he coined the term ubiquitous computing in 1988. When the ubiq-
uitous computing program emerged at PARC, it was at first envisioned only as an an-
swer to what was wrong with personal computing, because they were too complex, too
demanding of attention, among others things [12]. During the implementation of the
first ubicomp system, Weiser’s group realized they were, in fact, starting a post-PC era,
in other words, ubicomp was emerging [12].

Mark’s vision influenced a countless number of researchers. Almost one quarter
of all the papers published in the Ubicomp conference between 2001 and 2005 cite
Weiser’s foundational articles [13]. Among the Weiser’s ’foundational papers’ of ubiq-
uitous computing, perhaps the most impacting work is the one entitled “The Computer
in the 21st Century”, publish in Scientific American in 1991. In this paper, Weiser
describes the ideal ubicomp future, its purposes, concerns and analogies. To illustrate its
ideas he told the story of “Sal”, a tale about a single mother and how the world evolves
around her needs.

“The most profound technologies are those that disappear. They weave
themselves into the fabric of everyday life until they are indistinguishable from
it” [3, p. 1].

Weiser believed that the most powerful things are those that are effectively invisible
in use. The ideal is to make a computer so embedded, so fitting, so natural, that we use
it without even thinking about it. The essence of this vision is making everything easier
to do, with fewer mental gymnastics [3, 14].

Second Weiser, the style of computing that has been imposed on users in the first
and second modern computing eras (mainframes and PCs, respectively) is too attention
consuming, and divorce the users of what is happening around them. In the ubicomp
world, as Weiser believed, computation could be integrated with common objects that
you might already be using for everyday work practices, rather than considering compu-
tation to be a separate activity. If the integration is done well, the envisioned invisibility
could be achieved [15, 2].

In order to clarify this concept of invisibility, consider the example based on the fa-
miliar printed page (inspired in [2]). To perform a printing it is necessary deposit ink on
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thin sheets of paper, and a consolidated technology is necessary for that. For a good re-
sult it is necessary to ensure that: it must be durable in use; not wick in the paper if wet;
among other things. However, we rarely pay attention on the ink technologies when we
read printed pages. Instead, we read pages and comprehend ideas, not necessary focus-
ing on the technology, the characteristics of the ink, or the manufacturing process of
the paper to be able to use it. In this example, the printing technology got invisible for
the user, allowing the higher-level goal of reading a story, or acquiring knowledge. This
kind of thinking rarely happens with traditional PCs, which demand the users contin-
uously focus attention on the system, maintaining it and configuring it to complete a
task.

Good technology is invisible, staying out of the way of the task, like a good car stays
out of the way of driving. Bad technology draws attention to itself, not the task, like a
car that needs a tune-up. Computers are mostly not invisible. Ubiquitous computing is
about enabling invisibility in computers [16].

2.2 Ubicomp Today

As a promising research area, ubiquitous computing gave us more questions than an-
swers [12], and many of them are still open [15]. There are many ubicomp projects
around the world working on ubicomp challenges. Those projects range from presti-
gious computer science Schools, such as MIT (see several projects from Media Lab7

for some examples), to mainstream computer companies, such as Microsoft (see the
website http://research.microsoft.com/en-us/groups/ubicomp/ with some projects).

Since the early days of ubicomp, one of the main concerns was that computer too
often remain the focus of attention, rather than being a tool through which we work,
disappearing from our awareness [15]. We may have not achieved the original Weiser’s
vision about Ubicomp yet. But we can say that the key ingredients are evolving in a
favorable direction for it. Many critical items that were rare in early 1900s are now
commercially viable. Each year more possibilities for the mainstream application of
ubiquitous computing open up.

The future envisioned by Weiser, ubiquitous computing, considers a computing envi-
ronment in which each person is continually interacting with many wirelessly intercon-
nected devices [15]. Today it is easy to find several microprocessors at home, available,
for instance, in alarm clocks, the microwave ovens and in the TV remote controls. They
do not qualify as ubicomp devices mainly because they do not communicate with each
other, but if we network them together they are an enabling technology for ubicomp [1].
It soon may become a reality. For example, Google has announced in the event Google
IO’118 an initiative called Android@Home, which allows Android9 applications to dis-
cover, connect and communicate with appliances and devices inside the house. After
connecting together several information sources with many information delivery sys-
tems we will start to have things, such as, clocks that find out the correct time after a
power failure, and microwave ovens that download new recipes.

7 http://www.media.mit.edu
8 http://www.google.com/events/io/2011
9 http://code.google.com/android/

http://www.media.mit.edu
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Besides that, some of our computing technology are becoming ubiquitous, for in-
stance smart phones, which are taking center stage as the most widely adopted and ubiq-
uitous computer [2]. When we get used to the possibility of accessing a GPS-connected
map, social networks and the Internet anywhere at anytime, we will realize the value of
this and it will become part of our lives.

“Applications are of course the whole point of ubiquitous computing.” [15,
p. 80]

We have to keep in mind that is not just one service that will make computing a dis-
appearing technology, but the combination of many. Those services have to be available
as needed without extraordinary human intervention [17]. The challenge is to create a
new kind of relationship between people and computers, where computers do not de-
mand too much attention, letting people live their lives [18]. Application will go beyond
the big problems like corporate finance, to the little annoyances such as: where are the
car-keys? Can I get a parking place? What is the best route to take now? Which pub
should I go in a certain area of the city? [1].

Since ubiquitous computing has intersections with many areas of computing, seve-
ral research fields can contribute to its development, including distributed computing,
mobile computing, sensor networks, and machine learning. In particular context-aware
computing is a key area of research that can help us to meet the original design goals of
ubicomp [19].

2.3 Context-Aware Computing

Several context definitions have been proposed. Among them, those presented by Schilit
et al. [20], Dey et al. [21], and Pascoe [22] are close to the definition considered by most
people as the ideal one. The problem is that those definitions lack for generality. Dey
and Abowd [23] proposed the following definition of context:

“Context is any information that can be used to characterize the situation
of an entity. An entity is a person, place, or object that is considered relevant
to the interaction between a user and an application, including the user and
applications themselves.” [23]

This is one of the most accepted and accurate definitions currently used by re-
searchers. It can be observed that the definition is very general when considering what
types of data is context, being wide enough to accept the different needs of each appli-
cation. In addition, it is interesting to note that the definition is precise, not requiring a
list of specific types or classes of contexts.

In this work we consider social media as a source of sensing. In this case, humans
are responsible for sharing data. The data shared by the “sensors” (humans plus his/her
portable device) can be then transformed in a context used to study city dynamics and
urban social behavior. In the next section we discuss the participation of humans in the
sensing process. After that, in Section 4, we discuss the model and approaches used to
transform raw data shared by users into context information.
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3 Humans in the Sensing Process

3.1 Participatory Sensing Systems

Social media systems that allow people connected to the Internet to provide useful data
about the context in which they are at any given moment, such as Waze, Weddar, and
Foursquare, are called participatory sensing systems (PSSs). PSS is a concept that orig-
inally considers that the shared data is generated automatically, or passively, by sensor
readings from portable devices [8]. However, here it is also considered manually, or
proactively, user-generated data. Systems with those characteristics have been called
ubiquitous crowdsourcing [24]. The popularity of participatory sensing systems grew
rapidly with the widespread adoption of sensor-embedded and Internet-enabled cell
phones. These devices have become a powerful platform that encompasses sensing,
computing and communication capabilities, being able to generate both manual and
pre-programmed data.

To illustrate this type of system, consider an application for transit monitoring, like
Waze. Users can share observations about accidents or potholes manually. Additionally,
an application can calculate and share automatically a car speed based on GPS data.
Since in this specific case users operate an application that was designed for a specific
purpose, the sensed data is structured. If, instead, users use a microblog (e.g., Twitter),
the sensed data would be unstructured. For instance, user “Smith” sends the message
“traffic now is too slow near the main entrance of the university campus”.

3.2 Participatory Sensor Networks

Participatory sensor networks have their users with their portable devices as the fun-
damental building block. Individuals carrying these devices are able to sense the en-
vironment and to make relevant observations at a personal level. Thus, each node in
a participatory sensor network consists of the user plus his/her mobile device, with
the goal of sending data to the systems. After that, the data usually can be collected
throughout services APIs.

Similar to WSNs, the sensed data is sent to the server, or “sink node”. But unlike
WSNs, PSNs have the following characteristics: (i) nodes are autonomous mobile enti-
ties, i.e., a person with a mobile device; (ii) the cost of the network is distributed among
the nodes, providing a global scale; (iii) sensing depends on the willingness of people
to participate in the sensing process; (iv) nodes transmit the sensed data directly to the
sink; (v) nodes do not suffer from severe power limitations; and (vi) the sink node only
receives data and does not have direct control over the nodes. More details about PSNs
can be found in [9, 25].

Figure 2 shows the components of a participatory sensor network. In particular, this
figure highlights the three most important components, namely )(i) the social media as
a source of sensing, (ii) the big raw data, and (iii) the context information.

The component “Social media as a sensor” encompasses users sharing data through
social media systems. The component “Big raw data” is responsible for data man-
agement. As we can see in the Figure 2, the collection process may be repeated, for
example, to get redundant or complementary data from other social media systems.
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Fig. 2. Overview of a participatory sensor network

After that, the collected data needs to be processed in order to be stored. Since the
amount of data coming from participatory sensing systems may be very large, all the
components need to be carefully designed if the goal is to get real-time information. A
more detailed discussion of some of the challenges is presented in Section 5.

After the data management stage, the data is ready to be analyzed. The component
“Context information” represents five type of analysis that could be performed: Social
patterns; mobility; understanding cities; human behavior; and event detection. All these
classes of analysis are discussed on Section 4.

4 Approaches Used to Deal with Social Media as a Sensor

In this section we discuss the approaches and models used to extract and generate con-
text information from participatory sensing systems data in order to study city dyna-
mics and urban social behavior. This section will concentrate in the component named
“Context information”, shown in Figure 2. In this particular component is represented
different classes of studies, and they will be discussed here. Section 4.1 discusses stu-
dies related to the analysis of mobility patterns. Section 4.2 considers studies that focus
on the better understanding of city dynamics. Section 4.3 discusses the study of so-
cial patterns. Section 4.4 discusses studies concerned in event detection. And finally,
Section 4.5 presents studies related to human behavior.

It is worth mentioning that each class of study is not necessarily mutually exclu-
sive. For example, Long et al. [26] used a Foursquare dataset to classify venues based
on users’ trajectories. This work has intersections with the class “Mobility patterns”
(Section 4.1), but instead of being classified in that class, it was assigned to the class
“Understanding cities” (Section 4.2), since it is more concerned in the analysis of city
dynamics. The main goal of this section is to present hot research topics, and present
what have been done to address some of the challenges.

4.1 Mobility Patterns

This class of work focuses on studying mobility patterns of users from their logs gene-
rated from social media websites. These logs usually include spatio-temporal informa-
tion, e.g., check-ins and geolocated photos. The study of mobility is useful for many
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purposes. For example, it is possible to understand how human allocate time to differ-
ent activities, thus being a fundamental and traditional question in social science [27].
As another example, one could design new tools to help traffic engineers to understand
the flow of people.

The modeling of mobility patterns has been attracting the attention of researchers in
different fields, such as physics and ubiquitous computing [28–30]. For example, Song
et al. [31] analyzed 50,000 cellphone users and showed that user mobility presents
high predictability. It is important to point out that data derived from social media is
different from GPS tracking or cellphone usage data, such as phone calls, and present
special features and varied contexts. For example, check-ins in location sharing services
or photos shared in a photo sharing service bring extra information of a particular place.
For instance, a check-in is associated with a type of venue, e.g. pub, and a photo may
bring the information about the current situation inside this venue. Again, throughout
this work our focus is on studies that analyze data from social media.

Cheng et al. [32] analyzed 22 million check-ins posted from several location sharing
services (Foursquare is responsible for 53.5% of the total). They found that users follow
simple and reproducible patterns, and also that social status, in addition to geographic
and economic factors, are coupled with mobility. Approach: to make their analysis
they used three statistical properties to study and model human mobility patterns: dis-
placement; radius of gyration; and returning probability. The displacement of check-
ins is the distance between consecutive check-ins, measuring how far a user has moved.
The radius of gyration measures the standard deviation of distances between the users’
check-ins and the users’ center mass. This measure indicates how far and frequently
a user has traveled. Returning probability is a measure of periodic behavior in human
mobility, since periodic behavior tends to happen frequently due to human routines. Be-
sides that, the authors also studied factors that could influence mobility, such as social
status and geographic and economic constraints.

Cho et al. [33] investigated patterns of human mobility in three datasets: check-ins
in two location sharing services and cellphone location data. They were particularly
interested in determining how often users move and where they go to, as well as how
social ties may impact their movements. They observed that short-ranged travel is pe-
riodic both spatially and temporally and is not affected by the social network structure,
while long-distance travel is more inuenced by social network ties. Approach: based
on their empirical findings they built a model named Periodic & Social Mobility Model
to predict mobility of users. This model is composed by three parts: (1) a model of spa-
tial locations that a user usually visits based in a two-state mixture of Gaussians with a
time-dependent state prior; (2) a model of temporal movement between these locations
based on a truncated Gaussian distribution parameterized by the time of the day; (3) a
model of movement that is influenced by the ties of the social network, e.g. encounter-
ing friends. In this specific model, if a user performs a check-in, then it will more likely
be close in space and time to one of his/her friend’s check-ins. Their model is able to
predict the exact user location at any time with 40% accuracy.

Nguyen and Szymanski [34] used Gowalla, a location-based social network, to cre-
ate and validate models of human mobility and relationships. In that work, the authors
proposed a friendship-based mobility model (FMM) that take into account social links
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in order to provide a more accurate and complex model of human mobility. With this
model the authors were able to study how frequently friends travel together. This model
may improve the accuracy of a varied number of applications, such as traffic engi-
neering in communication networks, transportation systems, and urban planning. Ap-
proach: the proposed mobility model uses a Markov Model where the states represent
locations of check-ins and the links represent the probability of going from one place
to another. For example, the probability of going from work to pub is defined as the
ratio between the number of times a given user performs a check-in in a pub right after
a check-in at work, and the number of times that user performs a check-in at work.

Zheng et al. [35] studied tourist mobility and travel patterns from geotagged photos
shared on Flickr. In order to extract the travel patterns, the authors focused the analysis
on tourist movement according to regions of attraction and topological characteristics
of travel routes by different tourists. The authors demonstrated its potential by testing
the approach on four cities. Approach: first it is built a database of touristic travel
paths based on the concept of mobility entropy (considering Shannon’s entropy), used
to discriminate the touristic and non-touristic movement. Then, a significance test is ap-
plied to ensure that the resulting path is statistically reliable. For that, they devised two
methods, one based on a Poisson distribution and the other on a normal distribution.
Next, it is proposed a method to discover regions of attraction in a city, using for this
the DBSCAN clustering algorithm. To study the touristic movement the authors consi-
dered a Markov chain model created from the visiting sequence of regions of attraction
discovered by the proposed method. With that, they can estimate statistics of visitors
traveling from one region to another. In order to study the topological characteristics of
tour routes, the authors perform sequence clustering on travel routes, applying a modi-
fied version of the longest common subsequence as a similarity metric to minimize
noise.

4.2 Understanding Cities

Information obtained from participatory sensing systems have the power to change our
perceived physical boundaries and notions of space [36], as well as to understand city
dynamics better. This section focuses in presenting studies in these directions. Many
potential applications can benefit from these types of studies, such as tools for city
planners to provide new manners to see the city, or for end users who are looking for
new ways to explore the city.

Cranshaw et al. [37] presented a model to extract distinct regions of a city that reflect
current collective activity patterns. The idea is to expose the dynamic nature of local
urban areas considering spatial proximity (derived from geographic coordinates) and
social proximity (derived from the distribution of check-ins) of venues. Approach: in
their study the authors considered data from Foursquare. In order to explore this data,
the authors developed a model based on spectral clustering. One of the main contribu-
tions is the design of an affinity matrix between venues that effectively blends spatial
proximity and social proximity. The similarity of venues is then obtained by comparing
pairs of these dimensions. After that, this is used to compute the clusters that may rep-
resent different geographical boundaries of neighborhoods. The clustering method is a
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variation of the spectral clustering proposed by Ng et al. [38], introducing a post pro-
cessing step to clean up any degenerated cluster.

Noulas et al. [39], proposed an approach to classify areas and users of a city by us-
ing venues’ categories of Foursquare. This could be used to identify users’ communities
that visit similar categories of places, useful to recommendation systems, or in the com-
parison of urban areas within and across cities. Approach: their approach is based on
spectral clustering algorithm [40, 38]. More specifically, the authors divide the area of
a city to be analyzed into a number of equally sized squares, each of them will be a
datapoint input for the clustering algorithm. For each area it is represented the activity
performed on it based on check-ins in each existing category on that area. Then, it is
calculated the similarity between two areas as the cosine similarity between their cor-
responding activity representation. Having the similarity information, the authors apply
it in the spectral clustering algorithm.

Long et al. [26] used a Foursquare dataset to classify venues based on users’ trajecto-
ries. The premise is that the venues that appear together in many users trajectories will
probably be taken as geographic topics, for example representing restaurants people
usually go to after shopping at a mall. The approach can be applied, for instance, to un-
derstand users’ preferences to make recommendation of venues. Approach: the authors
used the Latent Dirichlet Allocation (LDA) [41] model to discover the local geographic
topics from the check-ins. With this approach, it is possible to dynamically categorize
the venues in Foursquare according to the users’ trajectories, what indicates the crowds
preferences of venues. LDA is usually used to cluster documents based on the topics
contained in a corpus of documents. For this reason, some terms used to describe the
modeling make reference to this context. The authors considered that a single check-in
represents a word, which is the basic unit in the LDA. A trajectory of a user consists of
all the venues visited by him/her, and this represents a document in the analogy.

In our previous work [42], we propose a technique called City Image and we show
its applicability using eight different cities as examples. The resulting image is a way of
summarizing the city dynamics based on transition graphs, which map the movements
of individuals in a PSN. This technique is a promising way to better understand the city
dynamics, helping us to visualize the common routines of their citizens.. Approach:
the proposed technique consists of a square matrix that summarizes the city dynamics.
This matrix is constructed from two transition graphs. First, we construct a transition
graph G(V,E), where the nodes vi ∈ V are the main categories of the locations and
an edge (i, j) exists from node vi to node vj if at some point in time an individual
performed a check-in in a location categorized by vj just after performing a check-in
in a location categorized by vi. The weight w(i, j) of an edge is the total number of
transitions that occurred from node vi to node vj . After constructing G, we create ten
random graphsGRi(V,ERi), where i = 1, . . . , 10 and each one is constructed using the
same number of transitions used to construct G. When constructing this random graph
instead of considering the actual transition vi → vj performed by an individual, e.g.,
“Smith”, we randomly pick a location category to replace vj , simulating, then, a random
walk for this individual. We use the distribution for the randomly generated edge weight
values for GR1..10 to build three ranges: rejection range (representing transitions that
are not likely to happen), favouring range (representing transitions that are likely to
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happen), indifference range (representing transitions that neutral to be performed by
users). These ranges are expressed in the visualization.

Kisilevich et al. [43] used geo-tagged photos obtained from Flickr to analyze and
compare temporal events that happened in a city, and also to rank sightseeing places.
More specifically, the authors presented a way to assess the attractiveness of places
based on their positions in a ranking, and suggested a set of visual analytic methods that
mixes computational techniques with visual interactivity in order to support analysis of
the data. Approach: to find the attractiveness of places the authors applied the algo-
rithm DBSCAN [44]. In order to highlight areas of people’s activities within a cluster,
the authors applied density maps. From the clusters obtained in the clustering part,
the weight of every geotagged photo is calculated using a density function based on the
relative position of photos of other users in a cluster. The calculated weight is mapped
to a color, facilitating the visual inspection.

Frias-Martinez et al. [45] used a dataset from Twitter and proposed a technique to
determine the type of activities that is most common in a city by studying tweeting
patterns. They also proposed another technique to automatically identify landmarks in
a city. Approach: to automatically identity urban land usage, the authors apply two
methods. The first one is land segmentation. For that it is applied Self-Organizing
Maps [46], which is an unsupervised neural network. After training the network, it
is obtained a map that segments the urban land into geographical areas with different
concentrations of tweets. Each neuron of the network represents a pointer to a region
with a high density of tweets. With that, the authors apply Voronoi tessellation consi-
dering the location of the neurons to compute the land segments. Next, the authors use
the segments found to detect different land usages considering the average tweet usage
on them. So, for each land segment is built a unique tweet-activity vector that represents
the average tweeting temporal behavior. To characterize urban land usage, it is applied
the k-means algorithm, which shows common tweeting behavior across land segments.
To identify the landmarks, the authors used the mean-shift clustering technique [47].
The authors considered in this algorithm that every tweet is assigned to a local maxima
and a cluster represents a potential landmark. After the execution, if the resulting clus-
ters are ranked by the number of tweets on them, then the result represents a list of the
most popular landmarks.

Ji et al. [48] mine blog-based sight photos in order to discover and summarize city
landmarks. Their main contribution is a generalized graph modeling framework. This
study is useful, for example, for personalized tourist suggestions. Approach: first the
authors have to extract locations of photos. For that, they collect photos with differ-
ent descriptors. To identify their locations they use an application called gazetteer [49],
which is able to identify location from web resources. Then they create a hierarchical
visual-textual clustering scheme to organize sight photos into a “scene-view” struc-
ture for each city. For this purpose it is used the concept Bag-of-Visual-Words [50] to
generate the content descriptor of photos. Bag-of-Visual-Words are clustered by their
similarity measured by the cosine distance, generating then “views”. After that the au-
thors create a “scene-view”, using textual clustering to aggregate “views” into “scenes”.
Next, they model two different graphs. The first one represents a scene, where each
node is a photo and an edge exist if there is at least one word identical in the photos
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descriptors. For this graph they present an algorithm, PhotoRank, to discover represen-
tative views within a scene. Finally, the authors create another graph to represent the
city, that encompasses a scene layer, and present an algorithm to discover city land-
marks on it, which explores the PhotoRank algorithm and is inspired in [51].

4.3 Social Patterns

This class of studies concentrates in the analysis of data from social media to under-
stand social patterns. Data from social media enables unprecedented opportunities to
study human relationships in a global scale, at a relatively low cost. Examples of possi-
bilities include community detection, products recommendation based on the discovery
of similar socio-economic behavior, and new definitions of network centrality.

Scellato et al. [52] presents a study of the spatial properties of the location-based so-
cial networks arising among users. Among the results, the authors reported, for instance,
that 40% of social links happens below 100 km, and that there is strong heterogeneity
across users related to both social and spatial factors. Approach: to extract properties
and verify their hypothesis, the authors analyzed datasets of three location based ser-
vices: Foursquare, Gowalla, and Brightkite. In their study, the authors used two random-
ized models, a social model and a spatial/geo model, to assess the statistical signicance
of the empirical spatial properties of the networks analyzed. The social model keeps
the social connections as they are, randomizing all user locations. The geo model keeps
the user locations unmodied and then assigns every social link between two users at
a certain distance according to the relative probability of friendship, observed in their
analysis.

Cranshaw et al. [53] introduced a new set of features of human location trail for ana-
lyzing the social context of a geographical region. They demonstrated the applicability
of these features by presenting a model for predicting friendship between two users,
showing significant gains over previous models for the same purpose. Approach: the
authors used a dataset from Locaccino10, a system that allows users to share his/her
current location with other Locaccino users through Facebook11. For the co-location
analysis, the authors split the space in grids of 0.0002 x 0.0002 latitude/longitude, which
means approximately 30 meters x 30 meters. The time was considered in slots of 10
minutes. In this way, a user is co-located with another user if they are located in the
same grid within a slot of time. To model the co-location of users, it is applied three
diversity measures: frequency, user count, and entropy (Shannon’s entropy). The fre-
quency measure captures the raw count of users who visit a location. The user measure
considers the total number of unique users in a location. The entropy measure consid-
ers the number of users observed at the location, as well as the relative proportions of
observations. High entropy means that many users were observed at the location with
equal proportion.

Quercia et al. [54] study how social media communities resemble real-life ones.
They tested whether established sociological theories of real-life social networks still
hold in Twitter. They found, for example, that social brokers in Twitter are opinion

10 http://www.locaccino.org
11 http://www.facebook.com

http://www.locaccino.org
http://www.facebook.com
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leaders who take the risk of tweeting about different topics. They also discovered that
most users have geographically local networks, and that social brokers express not only
positive but also negative emotions. Approach: the authors applied network metrics
about topic, geography, and emotions, regarding to parts of one’s social world. These
metrics include reciprocity, simmelian ties, and network constraint. Reciprocity is the
proportion of edges in a network that are bidirectional. Simmelian ties are a measure
that considers triadic relationships. Network constraint measure brokerage opportuni-
ties in the network, where high network constraint means less brokerage opportunities.
They used Burt’s formulation [55] in this specific case.

Java et al. [56] studied blog communities. For that they present a technique for clus-
tering communities by using both the hyperlink structure of blog articles and tag infor-
mation available on them. The technique was tested in a real network of blogs and tag
information, as well as in a citation network. Approach: the authors define a commu-
nity as a set of nodes in a graph that link more frequently within this set than outside it,
and they also share similar tags. Their technique is based on the Normalized Cut (NCut)
algorithm [57].

Sadilek et al. [58] studied the interplay between people’s location, interactions, and
their social ties, presenting a technique for inferring link and location information from
a stream of message updates. The authors demonstrated, by analyzing users from New
York City and Los Angeles, that their technique significantly outperforms other current
comparable approaches. Approach: for link prediction their approach infers social ties
by considering patterns in friendship formation, the content of people’s messages, and
user location. For location prediction, their technique implements a probabilistic model
of human mobility, where it treats users with known GPS positions as noisy sensors of
the location of their friends.

4.4 Event Detection

This class of work is focused in the identification of events through data shared in
social media. This task is especially favorable due the real-time nature of certain types
of social media, such as Twitter. Events might be natural ones, such as earthquakes, or
not natural ones, such as the identification/prediction of stock market changes.

Bollen et al. [59] studied whether collective mood states derived from Twitter feeds
are correlated to the value of the Down Jones Industrial Average (DJIA) over time.
Their findings indicate that it is possible to obtain an accuracy of 86.7% in predict-
ing the daily up and down changes in the closing values events of the DJIA. This is
possible by choosing specific mood dimensions, but not all that were considered. Ap-
proach: to extract the sentiment expressed by the users in the tweet the authors used two
tools. The first one is the OpinionFinder (OF), which extract negative or positive senti-
ments from the message. The second tool, Google-Profile Mood State (GPOM), extract
six-dimensional daily time series of public mood. The authors use Granger causality
analysis in which it is correlates DJIA values to GPOMs and OF values of n past days.
The authors also trained a Self-Organizing Fuzzy Neural Network to predict DJIA val-
ues on the basis of various combinations of past DJIA values and OF and GPOMS
public mood data.
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Sakaki et al. [60] studied the real-time interaction of events in Twitter (e.g. earth-
quakes), and propose an algorithm to monitor tweets to detect a target event. To de-
monstrate the effectiveness of their method, the authors built an earthquake reporting
system in Japan, which was capable to detect 96% of earthquakes reported by the Japan
Meteorological Agency (JMA) with seismic intensity scale of 3 or more. Notification to
registered users was delivered faster than the announcements that are broadcast by the
JMA. Approach: the authors devise a classifier of tweets based on features such as the
keywords in a tweet, the number of words, and their context. After that, they produced
a probabilistic spatio-temporal model for the target event that can find the center and
the trajectory of the event location.

Lee and Sumiya [61] present a geo-social event detection system to identity local
events (e.g., local festivals) by monitoring crowd behaviors indirectly via Twitter. The
system was created on the hypothesis that users probably write many posts about these
local events. Approach: first the authors decide what the usual status of crowd behav-
iors is in a geographical region in terms of tweeting patterns. After that, a sudden in-
crease in tweets in a geographical region can be an important clue. Another hint might
be the increasing number of Twitter users in a geographical region in a short period
of time. The authors also consider if the movements of the local users become un-
expectedly elevated. The detection of unusual events in the study uses the concept of
boxplot [62], which is applied to create ranges to determine the cases desired to be
detected.

Becker et al. [63] analyze streams of Twitter messages to distinguish between mes-
sages about real-world events and non-event messages. They identify each event and its
associated Twitter messages. Approach: the authors use an online clustering technique
that groups together similar tweets. With that, they extract features for each cluster to
help determine which clusters correspond to events. Next, the authors use these features
to train a classier to distinguish between event and non-event clusters.

4.5 Human Behavior

This group of studies focus on the study of human behavior through the data shared in
social media, which, as we mentioned before, can be seen as signals given by users. This
type of study can be applied, for example, to the discovery of individual social proles,
the discovery of collective behaviors, the analysis of sentiment and opinion evolution,
and a better understanding of why individuals take certain actions.

Joseph et al. [64] analyzed a Foursquare dataset to identify groups of people and the
places they go. Their model was able to identify groups of people which represent both
geo-spatially close groups and people who appear to have similar interests. Approach:
their model is based on the idea of topic modeling. For that they applied the Latent
Dirichlet Allocation [41]. In the model instantiation, each check-in for a user can be
thought of as a word in a document. Similar to text documents, where a “document”
can have multiple words, the authors dened a multinomial distribution for the check-ins
for each user by using the number of check-ins in each venue as features.

Naaman et al. [65] focused their study in the characterization of tweeting patterns in
different cities located in the USA, envisioning to provide a framework for reasoning
about activities performed in cities. This study might be useful to deal with challenges
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such as transportation or resource planning faced in urban studies. Approach: first the
authors selected tweets from some US cities. Then, they selected the top 1000 words
from the resulting dataset, and made a cleaning procedure in this dataset using the
NLTK toolkit12, removing, for example, stopwords. After that, the authors performed a
study of keyword-based diurnal patterns in the considered locations. Besides that, the
authors applied the concept of Shannon’s entropy and Mean Absolute Percentage Error
(MAPE), to measure the variability of the data within days and across days, respectively.

Poblete et al. [66] analyzed a twitter dataset aiming the discovery of insights of
how tweeting behavior varies across countries, as well as the possible explanations for
these differences. Approach: first the authors selected the top ten most active countries.
Then, they extracted differences in the number of twittes per user, languages used per
country, sentiment analysis (happiness), using the Affective Norms for English Words
(ANEW) [67] and a Spanish version of it [68], and the content of the tweet. Moreover,
they studied the social network properties for each country applying metrics, such as,
clustering coefficient, diameter, and shortest paths.

Gao et al. [69] propose a model to address the “cold start” location prediction prob-
lem, by using the social network information. Results in an experiment based on a
real-world location-based social network show that the approach is effective for the
studied problem. Approach: the authors’ strategy encompasses the investigation of the
check-ins behavior to understand the correlations in the context of the user’s social net-
work and geographical distance. For this analysis, they considered four social cycles.
With that, the authors modeled the geo-social correlations of “new check-in” behavior
considering the intrinsic patterns of users’ check-ins and his/her social cycles.

Yu et al. [70] used the users’ behavioral patterns extracted from a Sina Weibo13

to investigate how users’ frequent activities reflect their sleeping time and living time
zones. The authors showed that may be possible to detect the sleeping time of users.
Their results could also be used as an alternative way to estimate time zones. Approach:
based on the time series of the Sina Weibo usage the authors applied a simple statistical
method, assuming that users keep a daily routine, going to bed and waking up on time,
to detect long periods of inactivity.

5 Challenges

Considering social media as a source of sensing, constructing then a participatory sen-
sor network imposes many challenges. Looking at Figure 2 we see that a participatory
sensor network could be divided in different blocks. In Section 4 we described how re-
searchers have been addressing challenges mainly related in the block named “Context
information”, which represents models and approaches to transform big raw data from
social media in useful information, to be applied, for example, in applications. In this
section we are concentrated in challenges related with the blocks named “Social media
as a source of sensing” and “Big raw data”.

Among the challenges present in these blocks we can mention data quality, data col-
lection, data storage, data processing and indexing. The quality of the shared data is a

12 http://www.nltk.org
13 A popular Chinese micro-blogging service.

http://www.nltk.org
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challenge that has been relatively well tackled in the web domain, however there are
unique challenges for controlling the quality of shared data when dealing with ubiqui-
tous user contributions [24]. For instance, since users can produce sensor readings with
relatively little effort, data integrity is not always guaranteed [71].

Besides that the shared data through social media in some cases is free text, not pre-
senting structure nor codified semantics, being complex to understand and process. To
better interpret such complex data, visualization techniques and tools should be devel-
oped. Another issue related to data quality is the liberty given to users in certain social
media systems. Sometimes, users can post whatever, even incorrect, information in dif-
ferent formats. This demands mechanisms for data filtering. A reputation system may
be very useful in this case.

Data collection is a challenging issue especially from third-party social media ser-
vices, such as Foursquare and Waze. By default, data shared in those systems are usually
private, unless users decide to make them public, for example sharing it on Twitter. This
means that no public data can be available at all. Furthermore, since the data depends
on the users will in contribute, there is no guarantee on the delivery of any data. This
makes the use of social media as a source of sensing completely out of the control loop
of system managers and application developers. Some actions can be taken to ensure
that the user participation is sustained over time. An example of action could be an in-
centive mechanism based on micro-payments, i.e., every time a user perform a given
activity, he/she receives an small payment, as proposed by Reddy et al. [72].

Another important issue is deal with a huge volume of data that social media sys-
tems can offer, because it tend to be large and complex being difficult to process and
index using traditional database management tools or data processing applications. This
imposes challenging issues to offer real-time services using a participatory sensor net-
work. To tackle this issue we need methods to effectively store, move and process big
amounts of data. New algorithmic paradigms, for example map-reduce, should be de-
signed, as well as specific mining techniques should be created according to these new
paradigms. Other methods should contemplate data engineering approaches for large
networks with up to billions nodes/edges, including effective compression, search, and
pattern matching methods [27].

Furthermore, participatory sensor networks are very dynamic. To illustrate the chal-
lenges that emerge with this characteristic we analyze the information flow in PSNs,
which is depicted in Figure 2, particularly the two flows symbolized by the arrows la-
beled with the word “use”, directing from Context information component to Systems,
and from Third-party applications to Users. Users rely on applications, such as Twitter
or Waze, to transmit their sensed data. The sensed data is, then, transmitted to the server,
or the “sink node”. The Context information component is responsible for processing
the shared data and generating useful information, or contexts (Section 2.3). The sys-
tems, such as Waze, by its turn, may be fed back with the generated contexts and, from
this, provides useful information to the users. Contexts can also be generated by third-
party applications. For example, in Section 4, we describe an example of application
that enables the identification of regions of interest in a city, which exemplifies a type
context. After using this application, users may choose to change their behavior, e.g.,
to visit preferably popular areas, which may ultimately impact the number of potential
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shared data in those places. This gives an idea of how dynamic a participatory sensor
network is and the challenges that emerge to deal with this dynamism.

Besides those problems there is still the problem of user’s privacy. This challenge is
very broad, being present in many layers of the system. Data privacy in social media
systems has been currently discussed in several studies, such as: [73–75].

A wide range of novel applications opens up after dealing with the challenges of this
research field. Some of the opportunities are illustrated in the next section.

6 Opportunities

In this section we present some of the promising opportunities when considering social
media for the large scale study of city dynamics and urban social behavior. For that we
use the Foursquare dataset analyzed in the study [42].

Nodes in a participatory sensor network move according to their routines or local
preferences, and this is interesting for applications that want to capture city dynamics
and urban social behavior. In this direction we present several opportunities, grouped in
two categories: Area semantics (Section 6.1); and Urban transitions (Section 6.2).

6.1 Area Semantics

There are many opportunities to design semantic location services, and this sort of ser-
vices will be crucial for the next wave of killer applications [76]. The opportunities
pointed here exploit the information about the category of the venues present in the
considered dataset. A complete list of these categories, with examples, can be found
in [42].

Application accessed mostly by smartphones provides datasets that represent the so-
cial network topology and dynamics of entire cities, enabling the analysis of the social,
economic, and cultural aspects of particular areas. For example, regions that provide
a small amount of data compared to other regions of the same city might indicate a
lack of technology access by the population, since the frequent use of location shar-
ing services often relies on smartphones and 3G or 4G data plans that are expensive in
some countries. The preliminary results in the use of participatory sensor networks in
these scenarios demonstrate good opportunities to enable the visualization of interesting
facts. For example, analyzing carefully the data for the particular case of Rio de Janeiro,
shown in Figure 3, we observe that it is common to find very poor areas next to wealthy
ones. Note the small sensing activity in the circle areas indicated as poor areas. This
information may be useful, for example, to guide better public politics in those areas.
The same information can be obtained using traditional methods, such as surveys, but
in this new way we may be able to obtain them in an automatic and cheaper way using
a participatory sensor network. For this purpose, similar algorithms to the one proposed
in [37] could be applied.

Other opportunities to classify areas emerge when jointly considering the time and
venue where the check-ins are performed. It may be possible to visualize crowds in a
city in near real-time. Besides that, humans have seasonal patterns due to their routines.
This seasonality has a great potential for prediction applications, since it is very likely
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Fig. 3. Example of possible area classification by lack of sensing

that people periodically repeat their activities. We do believe that there are many oppor-
tunities for prediction given by the circadian rhythm of people, enabling the prediction,
for example, of crowds. This type of information is valuable in many scenarios, such
as services for smart cities to avoid traffic in certain areas and offer alternative routes
for users. For instance, Hsieh et al. [77] proposed a time-sensitive model to recommend
trip routes based on the information extracted from Gowalla check-ins.

In one of our previous study [78] we present a scenario that illustrates another oppor-
tunity that exploits the same data. For that, we created a simple method to estimate the
number of check-ins in certain time and space, taking into account different categories
of places. We show that temporally it is possible to distinguish popular areas in different
regions of the city, and this might be useful as on decision criterion when choosing an
area to visit at a certain time.

6.2 Urban Transitions

Now we present another range of opportunities that emerges from urban transition
graphs. The urban transition graph maps the movements of users between locations.
This graph is a directed weighted graph G(V,E), where a node vi ∈ V is a specific
location (e.g., Times Square) and a direct edge (i, j) ∈ E marks a transition between
locations. That is, an edge exists from node vi to node vj if at least one user performed
a check-in in the location represented by vj just after performing a check-in in the loca-
tion represented by vi. The weight w(i, j) of an edge is the total number of transitions
that occurred from vi to vj .

Here we consider the same requirements for transitions specified in [78]. Figure 4
shows heavy weighted edges and hub nodes (top 50 edge weights and node degrees) for
Belo Horizonte, Mexico City, New York and Tokyo. Stars represent the hubs, black
arrows represent the edges, and black circles represent self-loops. The larger14 the

14 Numbers grow in logarithmic scale.
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(a) Belo Horizonte (b) Mexico City

(c) New York City (d) Tokyo

Fig. 4. Top 50 edge weights and node degrees (hubs) for 4 cities. Stars represent hubs, black
arrows edges, and black circles self-loops. The larger the symbol, the higher the value.

symbol, the larger the value. Note that the city flow is very concentrated and skewed,
as expected, with a small fraction of the city areas having most of the heavy weighted
edges and hubs. Note also for Belo Horizonte and Mexico City that most of the heavy
weighted edges are self-loops and low distance edges, implying that people tend to per-
form activities in the neighborhood of where they are while they can. On the other hand,
for New York City and Tokyo, cities that are known for their fast public transportation
systems, favor the existence of some long distance heavy weighted edges along the
public transport links.
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This scheme may be used to support various applications, for example, a public
information dissemination scheme, which usually shows traditional advertising. If one
knows where the city hubs are, he/she could strategically put these displays in these
locations. Moreover, if one verifies an unusual and constant flow of people between two
independent business venues in a city, the owners could sign a commercial agreement
to increase their revenues by, for example, advertising each other’s businesses.

Urban transition graphs are useful also to display a visualization of a city based on
the transitions that are likely to occur, as the demonstrated by the City Image tech-
nique presented in our previous work [42]. The city image can be expanded to con-
sider sub-categories instead of main categories. Since PSN data is highly skewed, few
top transitions between sub-categories should be good indicators of the city dynamics.
This technique could be useful as a way to measure the distance between two cities,
enabling cities comparison and clustering worldwide that could be interesting for
recommendation systems.

Other example in this direction is the study performed by Long et al. [26], which
used a Foursquare dataset to classify venues based on users’ trajectories. The study
performed by Zheng et al. [35] is also one more example, since the authors show the
potential in exploring transitions from geotagged photos shared on Flickr.

In this section our goal was illustrate some of the open opportunities in this field.
Certainly there are many others.

7 Final Remarks

In this chapter we present the state of the art of the use of participatory sensing systems
to study city dynamics and urban social behavior. This work surveys approaches and
models applied to generate context from raw data obtained from PSSs. To achieve this
goal we studied a compilation of studies that represent five recurrent themes addressed
by researchers nowadays, namely: (1) mobility patterns; (2) understanding cities; (3)
social patterns; (4) event detection; and (5) human behavior. For each class we high-
light, for each study, the approaches and models applied to create new knowledge and
semantic meaning from the big raw data. Besides that we also demonstrate a range of
fruitful opportunities that emerge when using participatory sensing to the large scale
study of city dynamics and urban social behavior.
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